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Announcements/Org

= Hybrid Setting with Optional Attendance

= |n-person in MAR 0.010

= Virtual via zoom ZOOle

https://tu-berlin.zoom.us/j/67376691490?pwd=NmIvWTM5VUVWRjUOUGI2bXhBVkxzQT09
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https://tu-berlin.zoom.us/j/67376691490?pwd=NmlvWTM5VUVWRjU0UGI2bXhBVkxzQT09

About Me 1. E
= Since 10/2022: Postdoc at TU Berlin, Germany ﬂ, e % DAPHNE
" FG Big Data Engineering (DAMS Lab) headed by Prof. Matthias B6hm BERLIN &
= Continuing work on integrated data analysis pipelines NBIFOLD

= Research interests in the fields of database and ML systems
(especially compiler & runtime techniques, extensibility)

= 2021-2022: Postdoc at TU Graz & Know-Center .Gmt->-H, Austria TU % DAPHNE
= Data Management group headed by Prof. Matthias Bohm Grazm
= Started work on integrated data analysis pipelines E(:Mg%
= 2015-2020: PhD student at TU Dresden, Germany RIS EHE \a (I;/?(/F:-hStore
= Dresden Database Research Group headed by Prof. Wolfgang Lehner S D;r'iSSZE:
= PhD thesis on making complex analytical database queries more efficient 0),.’ Datal:gse
Research Group

through lightweight compression of intermediate results
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FG Big Data Engineering (DAMS Lab) — Teaching Successfully Established TUB
Teaching Portfolio (modules, slides)

Architecture of DB system Architecture of ML system internals,

Database Systems " BIUEIHEIS ML Systems data science lifecycle
(ADBS, WiSe) + prog. project (AMLS, SoSe) + prog. project
SE Joint ML and DM
(MLDM, SoSe+WiSe)

SE/PR Large-scale
Data Engineering
(LDE, SoSe+WiSe)

Master Data Integration and
——————————— Large-Scale Analysis

Bachelor (DIA, WiSe)

Intro to Scientific
Methods (WiSe)

Distributed
Data Management

Data Management /
Databases
(DM, SoSe+WiSe)

PP Prog.-Practicals
Data Systems
(PPDS, SoSe+WiSe)

Data management from
user/application perspective

“NBIFOLD
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Agenda

= Course Organization, Outline, and Deliverables
= Structure of Scientific Papers

= List of Seminar Topics
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Course Organization, Outline, and Deliverables

n Patrick Damme | FG DAMS | LDE SoSe 2025 — 01 Structure of Scientific Papers \‘ BI Fo LD



Large-scale Data Engineering: Module Overview

20 seats in total bachelor + master . E

#41086: LDE Seminar + Project (12 ECTS) 10 students
10 students EZEIOCERNEnIEIRIbINE)) #41183: Project LDE (9 ECTS) 7 students
bachelor-only bachelor-only
Mon, 14:00-16:00 | Seminar LDE Project LDE Mon, 16:00-18:00
MAR0.010 & zoom | poading & writing scientific papers - Building & evaluating prototypes MAR 0.010 & zoom
- Giving presentations on papers - Giving presentations on prototypes
- Summary paper - Prototype design/impl/tests/doc/eval
- Presentation - Presentation
- Lecturer & seminar mentor - Project mentors

- In the context of systems for data engineering, data management, machine learning
= In combination: Ideal preparation for a bachelor/master thesis with our group
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Course Organization

General Contact Person
= Dr.-Ing. Patrick Damme (patrick.damme@tu-berlin.de)

Course Website
» https://pdamme.github.io/teaching/2025 summer/lde/Ilde summer2025.html
= One site for seminar and project
= All material, schedule, deadlines

ISIS course
» https://isis.tu-berlin.de/course/view.php?id=41969
= Announcements, discussion forum, topic selection poll, submission of summary paper and presentation slides

Language

= Lectures and slides: English

» Communication: English/German

= Submitted paper and presentation: English

= Informal language (first name is fine), immediate feedback is welcome
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mailto:patrick.damme@tu-berlin.de
https://pdamme.github.io/teaching/2025_summer/lde/lde_summer2025.html
https://isis.tu-berlin.de/course/view.php?id=41969

Semester Schedule & Deadlines

= Three Introductory Lectures (optional) List of Seminar Topics

= Apr 14: Structure of Scientific Papers = Presented today, take your time to select afterwards

= Apr 28: Scientific Reading and Writing

= May 05: Experiments, Reproducibility,
and Giving Presentations

Topic Selection
= Deadline: May 02, 23:59 CEST (in 2% weeks)
= Ranked list of 5 topics via poll on the ISIS course
= Self-organized Seminar Work = Global topic assighment based on preferences
= Consultation hours for any questions (optional) = Notification of assigned topics: May 05 (in 3 weeks)
(room B 120 and zoom)

Submission of Summary Paper

= Final Presentations (mandatory, in-person) = Deadline: Jun 23, 23:59 CEST (in 10 weeks)
= Jul 07, 12:00-16:00: Session #1 = Upload PDF in the ISIS course
= Jul 14, 12:00-16:00: Session #2

Submission of Presentation Slides
= Deadline: The day before you present, 23:59 CEST
= Upload PDF in the ISIS course
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Seminar Deliverables

W

= Individual Seminar Work = Grading
= 1 student =1 paper, no teamwork = Graded portfolio exam

= #41086 (seminar + project)
= 25 pts: summary paper
= 15 pts: presentation

= Summary Paper (in English)
= Read and understand selected paper
= Search for related work to provide some context
= Write summary paper (4 pages + unlimited refs)
- including related work
- make sure relation to umbrella topic is conveyed
= LaTeX with given template

=" #41095 (seminar-only)
= 65 pts: summary paper
= 35 pts: presentation

= Presentation
= Summarize your paper
= 15 min talk + 5 min discussion (stay in time)
= Audience: engage in the discussion

= Academic Honesty / No Plagiarism

implies that use of LLMs like ChatGPT is prohibited

“NBIFOLD
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LaTeX Paper Template

1 []

= Obtain the Template
= https://www.acm.org/publications/proceedings-template

acmart-primary/

"= Download the ZIP archive acmart-primary. zip and unpack it samples/
. sample-base.bib
= Select the Right Template sample-sigconf . tex
= The archive contains all ACM templates
= Use the sigconf document class acmart.cls

ACM-Reference-Format.bst

= The Easiest Way to Set up Your Own Document

= Copy just the required files to a new directory

= Rename the .tex and .bib file as you like ‘
(and adapt the \bibliography({}) lde-summary-paper/

= Open the .tex file in a text/LaTeX editor literature.bib

summary-paper. tex

_ _ _ acmart.cls
(title, authors, sections, paragraphs, figures, etc.) ACM-Reference-Format .bst

= Replace the .bib contents by your BibTeX entries

= Remove example contents, replace it by yours
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LaTeX Paper Template

CCS concepts

(ACM Computing Classification System)
Select concepts at https://dl.acm.org/ccs
and insert generated code:

%
%% The code below is generated by the tool at http://dl.acm.org/ccs.cfm.
%% Please copy and paste the code instead of the example below.

%%
\begin{CCSXML}
<Ccs2012>
<concept>
<concept 1d>10010520.10010553.10010562</concept_id>
<concept_desc>Computer systems organization~Embedded systems</concept desc>
<concept_significance>500</concept_significance>
</concept>
<concept>
<concept 1d>10016526.10010575.10010755</concept_id>
<concept_desc>Computer systems organization~Redundancy</concept desc>
<concept_significance>300</concept_significance>
</concept>

document class sigconf (double-column)

ACM acmart template

concent>

Copyright notice
Just keep as it is (ignore the dummy data)

y

A

The Name of the Title Is Hope

Ben Trovato Lars Thervild Valerie Béranger
G.KM. Tobin® The Thorviild Group Inria Paris-Rocquencourt
trovato@corporation.com Hekla, Iceland Rocquencourt, France
webmaster@marysville-ohio.com larst@affiliation.org
Institute for Clarity in Documentation
Dublin, Ohio, USA
Aparna Patel Huifen Chan Charles Palmer

Rajiv Gandhi University
Doimukh, Arunachal Pradesh, India

John Smith
The Thorvild Group
Hekla, Iceland

Tsinghua University
Haidian Qu. Beijing Shi, China

Palmer Research Laboratories
San Antonio, Texas, USA
cpalmer@prl.com

Julius P. Kumquat
‘The Kumquat Consortium
New York, USA

ipk net

Figure 1: Seattle Mariners at Spring Training, 2010.

ABSTRACT

A dear and well-documented WTEX document is presented as an

article formatted for publication by ACM in a conference proceed-

ings or journal publication. Based on the “acmart” document class,
this article presents and explains many of the common variations,
as well as many of the formatting elements an author may use in
the preparation of the documentation of their work

CCS CONCEPTS

+ Computer systems organization — Embedded systems: K-

dundancy; Robotics: « Networks — Network reliability.

“Both autboes ¢

it equally to this reseanch.

505 XXX 1406, $15.0)
OO0 000000

KEYWORDS

datasets, neural networks, gaze detection, text tagging

ACM Reference Format:

Ben Trovato, GK L Tobin, Lars Tharvald, Valeric Béranger, Aparna Patel,

Husfen Chan. Charles Palmer, Joha Smath, and Julsus P. Kumquat. 2018, The
Name of the Tatle Is Hope. In Proceedings of Make sure fo enter the carrect

o

»

, from your rights conf ym X0
ACM, New York. NY, USA, 6 pages. hitps.//do arg XAOOOOKK XXXXXXX

1 INTRODUCTION
ACM's consolidated article template, introduced in 2017, provides
a consistent IIEX style for use across ACM publications. and in-
corporates and 4 nec-
essary for future Digital Library endeavors. Numerous ACM and
SIG-specific WIEX templates have been examined, and their unique
features incorporated into this single new template.

If you are new to publishing with ACM. this document is a

,. process of preparing ork for '
1f you have published with ACM before, this document provides
insight and instruction into more recent changes to the article
template.
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Teaser image
Not required (especially no photograph)

Keywords

Specify meaningful keywords

%% Keywords. The author(s) should pick words that accurately describe
%% the work being presented. Separate the keywords with commas.
\keywords{datasets, neural networks, gaze detection, text tagging}|

» ACM reference format

Just keep as it is (ignore the dummy data)
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https://dl.acm.org/ccs

Portfolio Exam Registration

W

= Portfolio exam registration: May 12 — Jun 09 = Missing deadlines/exam without de-registration
= Binding registration in Moses/MTS = Zero points in the respective exam part (!)
= |ncluding selection of seminar presentation date = Approach us early in case of problems

(first-come-first-serve)

= Portfolio exam de-registration

= Until 3 days before the first graded exam part
= Modules “LDE”/”Seminar LDE”: until Jun 20
= Module “Project LDE”: until Jul 25
= De-register yourself in Moses/MTS

= With sufficient reason: Until the day of the exam
= |n case of sickness etc.
= Modules “LDE”/”Seminar LDE”:

until Jun 23/Jul 07/Jul 14

= Module “Project LDE”: until Jul 28/Aug 04

= |f you don’t want to take LDE anymore
= Let me know asap to give students in the queue
a chance tofill in

“NBIFOLD
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Structure of Scientific Papers

In Computer Science (Data Management)

“| [Credit: Based on “Introduction to Scientific Writing”/
= | 707 Structure of Scientific Papers” by Matthias Boehm
| (TU Graz, winter 2021/22)]
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Overview Types of Scientific Writing

= Classification of Scientific/Technical Documents = Scientific Writing Skills are crucial
= Formal vs informal writing, cumulative?, single vs = Different types of docs share many similarities
multi-author, archival vs non-archival publications

Monographs Scientific Papers Others

BS Thesis by pub. channel by contents

Preprint
Conference
m Patrick Damme | FG DAMS | LDE SoSe 2025 — 01 Structure of Scientific Papers \‘ BI FOLD

Grant Proposal

MS Thesis

Design doc

PhD Thesis White Paper

Journal

Habilitation Blog

Tech Report

Website




Preparation

W

= Know your Audience

= Get your Workflow in Order
= Writing: LaTeX (e.g., Overleaf, TeXnicCenter), versioning (e.g., git), templates
= Plotting: R (e.g., plot, ggplot), Python (e.g., matplotlib, seaborn), Gnuplot, LaTeX (e.g., pgfplots)
= Figures: e.g., MS Visio/MS Powerpoint, Inkscape = pdf, eps, svg (vector graphics)

Records in DBLP
&M

= Mindset: Quality over Quantity
= Aim for top-tier conferences/journals (act as filter)
= Make the paper useful for others (ideas, evidence, code) |
il
...... -ll“"llll"l20

1995 2005
2010 2020

& w
= =
I
I
|
|
sagpERcn

wn
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Paper Writing and Publication Process

= Research — Writing Cycle
= Read lots of papers
 —>Research- > Writing > Document
= |dea = Writing/Research = Document
= |[ncremental refinement of drafts

= Paper Submission Cycle
= Blind vs double-blind submission
= Revisions and Camera-ready
= Similar: bachelor/master thesis
—> drafts to advisor / final version

1 []

= Example: SIGMOD 2025: Paper Submission Round 4

[Eamonn Keogh: How to do good
research, get it published in SIGKDD
and get it cited!, KDD 2009]

Oct 10, 2024: Abstract Submission & Declaration of COls
Oct 17, 2024: Paper Submission

Nov 28, 2024: Notification of Accept/Review/Reject

Dec 05, 2024: Submission of Revision Plan

Dec 19, 2024: Revision Feedback ‘
Submission of Revised Paper

Jan 30, 2025: Final Notification
Submission of Camera-ready Version

[Recommended Reading]

[Simon Peyton Jones: How o
to write a great research | * =
paper, MSR Cambridge]
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Dealing with Feedback/Criticism

= Different Kinds of Feedback
= Casual discussion of early ideas
= Comments on paper drafts
= Reviewer comments (good and bad)

- Always welcome feedback/criticism
- Address all feedback w/ sincere effort

= Paper Rebuttal and/or Revision
= Rebuttal: seriously consider all feedback (in doubt agree), and
answer with facts / ideas how to address the comments
= Revision (conditional accept): address all revision requests
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Running Example

Compressed Linear Algebra for Large-Scale
Machine Learning

Ahmed Elgohary?; Matthias Boehm', Peter J. Haas', Frederick R. Reiss’,
Berthold Reinwald’

! IBM Research —Allmaden, San Jose, CA, USA

# University of Mary|

ABSTRACT

Large-scale machine learning (ML) algorithms are often
itorative, uxing ropoated road-only data sccess and 1/0-
bound matrix-veetor multiplications to converge to an opti-
mal model. It is crucial for performance to fit the data into
single-node ot distributed main memory. General-purpose
heavy- and lightweight compression techniques struggle to
achieve both good compression ratios and fast decompres-
sion speed to enable biock-wise uncompressed operations.
Hence, we initiato work on compressed linear algebra (CLA),
in which lightweight database compression techniques are
applied to matrices and then lincar algebra operations such
s tatrix-veetor multiplication are executed directly on the
compressed representations. We contribute effective column
schemes, h it , and an ef-
fcknt smpling-based compeoasion algocihun. Our experi
ments show that CLA achieves in-memory operations perfor-
lose to the case and good
ratios that allow us to (it larger datascts into available mem-
therehy obtain significant end-to-end performance
improvements up to 26x or reduced memory requirements.

L. INTRODUCTION

Data has become a ublquitous resource [16]. Large-seale

land; College Park, MD, USA

ata e
Figure 1: Goals of Compressed Linear Algebra.

data sciontists the flexibility to create and customize ML
algorithms of data and cluster
without worrying about the underlying data representations
(e.8., sparse/dense format) and exeeution plan generation,
Problem of Memory-Centric Performance: Many
ML algorithms are iterative, with repeated read-only access
1o the data. These algorithims often rely on matrix-veetor
mntiplications to converge Al model. Matrix-
vector multiplications are 1/0-bound because they require
one complete sean of the matrix, but only two floating point
operations per matrix element. Henc, it bs erucial for perfor-
mance to fit the matrix into available memory because mem-
ary bandwidth is usually 10x-100x highor than disk band.
width (but, for matrix-vector, still 10x-40x smaller than
peak floating point performance, and thus, matrix-vector re-

machine loarning (ML) leverages these large dat
in order to find interesting patterns and build robust pre-
dietive models [16, 19]. Applieations range from traditional
regression analysis and customer classification to recommen-
dations. In this context, often data-parallel frameworks such
as MapReduce [20], Spark [51], or Flink [2] are used for cost-
effective parallelization on commodity hardware.
Declarative ML: State-of-the-art, large-scale ML aims
at declarative ML algorithms (12 ol
Ianguages, which are often based on lincar algebr, Le., ma-
trix multiplications, aggregations, element-wise and statisti-
eal operations, Examples-—at difforent abstraction lovels
are SystemML SeiDB [44], Cumulon [27], DMac [50}.
FensorF The high level of abstraction gives

ip st IBM Research — Almaden

“Wark done during an nte

This work s licensed under the Creative Commons Atribution.
NooCommentiakNobemvaies 0 eraatons Lieme. To view a copy
of i e, vist it/ tivccommons oo/ A, For
‘amy use beyond thone covered by this icense, obtain permission by crasiling
inovidia

ings of the VLDB Endowment. Vol. 9, No. 12
€ .'-,n,m 2016 VLDB Endowment 2150-8097/16:08,

1 frameworks with
distribated caching such a8 'Spark {51], and hardware accel-
erators like GPUs, with limited device memory (1, 4, 7]
Goals of Compressed Linear Algebra: Doclarative
ML provides data independence, which allows for auto-
matic compression to fit larger datasets into memory. A
o solution would bo to employ goneral-purposo com-
pression techniques and decompress matrices block-wise
for each operation. However, heavyweight techniques like
Gzip are not applicable because decomprossion is too slow,
while lightweight methods like Snappy only achieve moder-
ate compression ratios. Existing special-purpose compressed
matrix formats with good performanice like CSR-V1 [34] sit-
ilarly show only modest compression Tatios. Our approach
builds upon research on lightweight database compression.
suuch as compressed bitmaps, and sparso matrix ropresents-
tions. Specifically, we initiate the study of compreased lnear
algebru (CLA), in which database compression techniques
are applied to matrices and then linear algebra operations
xecuted directly on the eompressed representations
Figure 1 shows the goals of this approach: we want to widen
the sweet spot for compression by achieving both (1) perfor-
tmance close to uncomprossed in-menory operations and (2)
good compression ratios 1o fit larger datasets into memory.

m-\uhl /O-bound). This challenge pplics to single-node in-
2
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Example paper used in the following
= Ahmed Elgohary, Matthias Boehm, Peter J. Haas, Frederick R. Reiss, Berthold Reinwald:
Compressed Linear Algebra for Large-Scale Machine Learning. PVLDB 2016

[Ahmed Elgohary, Matthias Boehm, Peter J. Haas, Frederick R. Reiss, Berthold Reinwald:
Scaling Machine Learning via Compressed Linear Algebra. SIGMOD Record 2017 46(1)]

. [Ahmed Elgohary, Matthias Boehm, Peter J. Haas, Frederick R. Reiss, Berthold Reinwald:
- Compressed Linear Algebra for Large-Scale Machine Learning. VLDB Journal 2018 27(5)]

[Ahmed Elgohary, Matthias Boehm, Peter J. Haas, Frederick R. Reiss, Berthold Reinwald:
Compressed Linear Algebra for Large-Scale Machine Learning. Commun. ACM 2019 62(5)]
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Prototypical Structure of a Scientific Paper

= Title & Authors

= Sections and Subsections

Abstract —> short overview of problem and solution (part of meta data)
Introduction —> context, problem, contributions

Background / Preliminaries - necessary background for understanding

Main Part —> your technical core contributions

Main Part 2

Experiments - setting, micro benchmarks, end-to-end benchmarks
Related Work —> areas of related work, differences to your own work
Conclusions - summary, conclusions, and future work

Acknowledgments - funding agencies, helpful people beyond co-authors
References - list of other works referenced throughout the paper
(Appendix) —> any additional contents (e.g., proves of theorems, more results)
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Title and Authors

= List Of AUthOfS SPOOF; Sum-Product Optimization and Operator Fusion

for Large-Scale Machine Learning
= E.g., by contribution (main, ..., advisor)
Tarek Elgamal*; Shanlg(;yu Luo?; Matthias Boehm', Alexandre V. Evfimievski',
0

n Eg’ by |aSt name Shirish Tatikonda*; Berthold Reinwald!, Prithviraj Sen'

' IBM Research — Almaden; San Jose, CA, USA
2 University of lllinois; Urbana-Champaign, IL, USA

= Affiliations, contact (corresponding author) *Flce Universiy: Housion, TX, USA

1 Target Corporation; Sunnyvale, CA, USA

MNC:|Structure-Exploiting Sparsity Estimation for

= Title Matrix Expressions
u DeSC rl ptlve yet con CISE Johanna Sommer Matthias Boehm Alexandre V. Evfimievski

. . . . . IBM Germany Graz University of Technology IBM Research - Almaden
= Short name if possible = easier to cite and discuss Berthold Reinwald Peter J. Haas
IBM Research - Almaden UMass Amherst

Compressed Linear Algebra for Large-Scale SliceLine: Fa;t, L}\i:fim'glegrf;bas?d Slice Finding

Machine Learning or ML Model Debugging
Svetlana Sagadeeva® Matthias Boehm
Graz University of Technology Graz University of Technology

Ahmed Elgohary?; Matthias Boehm!, Peter J. Haas!, Frederick R. Reiss!,

Berthold Reinwald! . .
(.‘,'.: 'i n [Credit: sliceline,
! IBM Research — Almaden; San Jose, CA, USA o e e ili
2 University of Maryland; College Park, MD, USA 0 Silicon Valley, HBO]
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Abstract

% 1. State the problem

Large-scale machine learning (ML) algorithms are often iterative, using repeated read-
only data access and I/O-bound matrix-vector multiplications to converge to an optimal
model. It is crucial for performance to fit the data into single-node or distributed
main memory.

% 2. Say why it's an interesting problem

General-purpose, heavy- and lightweight compression techniques struggle to achieve both
good compression ratios and fast decompression speed to enable block-wise uncompressed
operations.

% 3. Say what your solution achieves

Hence, we initiate work on compressed linear algebra (CLA), in which lightweight
database compression techniques are applied to matrices and then linear algebra
operations such as matrix-vector multiplication are executed directly on the compressed
representations. We contribute effective column compression schemes, cache-conscious
operations, and an efficient sampling-based compression algorithm. Our experiments show
that CLA achieves in-memory operations performance close to the uncompressed case and
good compression ratios that allow us to fit larger datasets into available memory.

% 4. Say what follows from your solution

We thereby obtain significant end-to-end performance improvements up to 26x or reduced
memory requirements.

m Patrick Damme | FG DAMS | LDE SoSe 2025 — 01 Structure of Scientific Papers

[Simon Peyton Jones: How

to write a great research
paper, MSR Cambridge]

ABSTRACT

Large-scale machine learning (ML) algorithms are often
iterative, using repeated read-only data access and I/0-
bound matrix-vector multiplications to converge to an opti-
mal model. It is crucial for performance to fit the data into
single-node or distributed main memory. General-purpose,
heavy- and lightweight compression techniques struggle to
achieve both good compression ratios and fast decompres-
sion speed to enable block-wise uncompressed operations.
Hence, we initiate work on compressed linear algebra (CLA),
in which lightweight database compression techniques are
applied to matrices and then linear algebra operations such
as matrix-vector multiplication are executed directly on the
compressed representations. We contribute effective column
compression schemes, cache-conseious operations, and an ef-
ficient sampling-based compression algorithm. Our experi-
ments show that CLA achieves in-memory operations perfor-
mance close to the uncompressed case and good compression
ratios that allow us to fit larger datasets into available mem-
ory. We thereby obtain significant end-to-end performance
improvements up to 26x or reduced memory requirements.

“NBIFOLD



Introduction

Contributions: Our major contribution is to make a
case for compressed linear algebra, where linear algebra op-
erations are directly executed over compressed matrices. We
leverage ideas from database compression techniques and
sparse matrix representations. The novelty of our approach
is a combination of both, leading towards a generalization of
sparse matrix representations and operations. The structure
of the paper reflects our detailed technical contributions:

o Workload Characterization: We—ptauide the back-
ground and motivation for CLA y giving
an overview of Apache SystemML and describing typ-
ical linear algebra operations and data characteristics.

= Prototypical Structure

Compressed Linear Algebra for Large-Scale
Machine Learning

= Context (1 paragraph) e e

18M Rosoarch — Aimadar: San Joss, CA. USA
* Urwarsity of Maryland; Collage Park, MO, USA

Problems (1-3 paragraphs)
[Existing Work (1 paragraph)]
[Idea (1 paragraph)]
Contributions (1 paragraph)

o Compression Schemes: We adapt several column-
e ompression schemes to numeric matrices in See-

and describe efficient, cache-conscious core lin-
ear algebra operations over compressed matrices.

o Compression Planning: Iwe further pro-
vide an efficient sampling-Dased algorithm for select-

ing a good compression plan, including techniques for
compressed-size estimation and column grouping.

o Erperiments: ek integrated CLA into Apache
SystemML. I§ Section 5,Jwe study a variety of full-
fledged ML algorithms and real-world datasets in both
single-node and distributed settings. We also compare
CLA against alternative compression schemes.

= Introduction Matters

= Anchoring: most reviewers reach their opinion after reading [Eath””tK_ioght;IH;’Wdt_o (jsTGgI?SS
researcn, get It puplisned in

introduction and motivation and then look for evidence and get it cited!, KDD 2009]
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Writing the Paper (and more Experiments)

1 []

= Easily Readable: Quality «< Time
= Make it easy to skim the paper
—> paragraph labels, self-explanatory figures (close to text), and structure
= Avoid unnecessary formalism = as simple as possible
= Shortening the text in favor of structure improves readability
= Ex. Compressed Linear Algebra FITH R

= |nitial SIGMOD submission: 12+3 pages . == il Al R )
= Final PVLDB submission: 12 pages = HhY N %ri?:;ntmc Heading and
(+ more figures, experiments, etc.) =
a1
= Solid, Reproducible Experiments
= Create, use, and share dedicated benchmarks / datasets T et i > 03 Experiments,
= Avoid weak baselines, start early w/ baseline comparisons |~ Reproducibility, and
= Automate your experiments as much as possible %ttpg;//githgbjcom/damgab/ Giving Presentations
= Keep repository of all scripts, results, and used parameters | eeroducibility
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https://github.com/damslab/reproducibility

Related Work

= Purpose of a “Related Work”-Section [Simon Peyton Jones: How
- : to write a great research | * 200"
Not a mandat?ry task or to show you know the field saper. MSR Cambridge]
= Put you work in context of related areas (~ 1 paragraph each)
= Discuss closely related work
= Crisp separation from existing work (what are the differences)

= Placement
= Section 2 or Section n-1 *\
= Throughout the paper

Your reader Your idea

= Give Credit
= Cite broadly, give credit to inspiring ideas, create connections
= Honestly acknowledge limitations of your approach
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7 (()\(I USIONS 21 A, Glotng t L, Systemh: Dectaasive Machi Lesruing
ave itiated work on comprossed linoar algoben 3 Mapeckis, tn. [, X

“LA), in which matrices are compresed with lightweight 22 MMG"“__.M ”Mmmpm“.“‘"":",,‘“"‘“"""'""
techalues and linear algebrn operatios are performod di . 6 rasse e 1. Shpis Bots Copmion st
ety over the compressed representation. We introduced L e e Ay s

effective column encoding schemes, efficient operat wr 24 p 3, Haas and L. Stokes, Estimating the Number of
compressed mat o an eficent samplog based cour s i o Fiite Populaton. J. Amer Statist, Aswoc.,
; it

[25] D. Haruik et el Estimation of Deduplication Ratios in
SST (Mass Storage Sys. Tech.), 2012

2 .
hat hides the underlying physi-
generlizes sparse matrix rop-
 dense and sparse matrices n &

= Setup
= Use LaTeX \cite{} and BibTeX
= Use a consistent source of bibtex entries (e.g., DBLP) ‘"“:'«»m-

Algelbea in n
D mted 1Mooy Detais Syvecn: I
ol

Compression Aware Physical Databise
Uul(n ‘PVeOD, $0y T
134 K. Konris o . Opeiming Spacts Mot Vecior

and Value Compression. In CF
N

yteid OUTP and OLAP on

e Learning Repository: Higgs,
990). archive. ics.uck.edu/al/.

socus Diteibutod Sysiens. Co ok, 0
L t‘, Loy ‘!"‘ M. Gt '“’V“""'"”" s RN 5] P. E. O'N relitectore and Performance. In
19

oy i
- Gl \ Table Dry:
pha

by
™ by Bepira o al. The
Repoushia Conph

8K & Beyw ct ol e Entropy Compression of

4 s Eatin Crdee ke Opcrmione Ta SIEAIOD, 2007, . Comprssed Relations. Tn VLD, 2006
5] B. Biattachasjce ot al. Effcient Index Compression in DIX2 DB wieh BLU Accssetion: S Moch

LUW. PVLDE, 32), 2000 Colnmn Store ),
[10] 5. Bhattacheriee o al. PStore: Au Effcim Stoeage KIT: o bt it o spore i

o 2,
Framework for Managing Scientific Data. In SSDB), 2014 3
13 €. B . i i o Sing CStore: A Columurorieated DEMS

inproceedings{StonebrakerBPR11, bibliographv{VLDB2016 L et N -1 SRR
author {Michael {Stonebraker et al.}}, \ graphy{ ¥ ’mth?ﬁ; e
title {{The Architecture of SciDB}}, B e
booktitle = {{SSDBM}}, ..w ;,

timation Error Guarantecs
o COP. (Duta Compreavion, Comm. and Procews., 2011 Dependency for Efficient

=
18] G. V. C‘nnn(k Duta Compromion o » Databere System. 8 NG, "“” 25,
2011 O
} o R

o Solution to

Resilicat Distributed Datasces: A
AOD. 2010.
Procsing on Large Chustees, In OSDI, 2004

VLDB2016.bib 7 o

ation Optimizatioes for Feature
o Weekionde. 10 STGMOL 014

= Different References Styles
= But, not in footnotes (unless required)

g 8. REFERENCES References References

[1] M. Abadi et al. TensorFlow: Large-Scale Machine Learning
on Heterogeneous Distributed Systems. C'oRR, 2016. [Al14] Alexandrov, A. et al.: The Stratosphere platform for big data
[2] A. Alexandrov et al. The Stratosphere Platform for Big J.23/6, 2014,
Data Analytics. VLDB J., 23(6), 2014.

Jaume Amores. 2013. Multiple instance classification:
Review, taxonomy and comparative study. Artificial
Intelligence.

[AS14] Arap, O.; Swany, M.: Offloading MPI Parallel Prefix Scan

the NetFPGA. CoRR abs/1408.4939/, 2014.
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List of Seminar Topics

See list at https://pdamme.github.io/teaching/2025 summer/lde/SeminarTopics.pdf
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https://pdamme.github.io/teaching/2025_summer/lde/SeminarTopics.pdf

Summary and Q&A

= Course Organization, Outline, and Deliverables

Structure of Scientific Papers

List of Seminar Topics (Topic Selection by May 02)

= Remaining Questions?

Next Lectures
= Public holiday [Apr 21]
= 02 Scientific Reading and Writing [Apr 28]
= 03 Experiments, Reproducibility, and Giving Presentations [May 05]
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